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Outline

• What are topic models?

– Generative models

– Probabilistic Topic Models

• How to extract topics from documents? 

– Gibbs sampling algorithm

– Examples

• Applications

– Information retrieval

– Word association



Topic Models

• Consider a corpus of many documents…

– Documents contain mixtures of topics

– Topics are distributions over words

• Topic models are generative models

– New documents can be generated if the 

statistical parameters are known

– The parameters can also be estimated



Topics

Topics are distributions over words.



When the distributions 
in the model are known, 
documents can be 
generated by sampling.

Consider two topics:

• Money
– Money, Bank, Loan

• Rivers
– River, Bank, Stream

Generative Models
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For Document 1, only 

Topic 1 is used to 

sample words.

Each word is sampled 

independently.

Bag-of-words assumption

Generative Models



For Document 2, both 

topics are chosen with 

equal probability.

First, a topic is chosen. 

Then, a word is 

sampled from the topic’s 

distribution over words.

Generative Models



For Document 3, only 

Topic 2 is used.

Words having multiple 

meanings (polysemy) 

can appear in multiple 

topics.

Generative Models



Now, suppose that we 

don’t know the topics.

We want to determine:

• What is the distribution 

over words for each 

topic?

• Which topics appear in 

each document?

Generative Models



Probabilistic Topic Models

Notation:

𝑃 𝑧  Distribution over topics 𝑧 in a particular 

document

𝑃 𝑤 𝑧  Distribution over words 𝑤 given topic 𝑧

𝑃 𝑧𝑖 = 𝑗  Probability that the 𝑗th topic was sampled for 

the 𝑖th word token

𝑃 𝑤𝑖 𝑧𝑖 = 𝑗  Probability of word 𝑤𝑖 under topic 𝑗



Probabilistic Topic Models

Distribution over words within a document:

𝑃 𝑤𝑖 = ෍

𝑗=1

𝑇

𝑃 𝑤𝑖 𝑧𝑖 = 𝑗 𝑃 𝑧𝑖 = 𝑗

where 𝑇 is the number of topics.

Let:

• 𝜙 𝑗 = 𝑃 𝑤 𝑧 = 𝑗 = multinomial distribution over words for topic 𝑗

• 𝜃 𝑑 = 𝑃 𝑧 = multinomial distribution over topics for document 𝑑

• 𝐷 = number of documents, each containing 𝑁𝑑 word tokens

• 𝑁 = total number of word tokens (i.e., 𝑁 = Σ 𝑁𝑑)



Probabilistic Topic Models

• 𝜙 and 𝜃 are both multinomial distributions.

– 𝜙 indicates which words are important for a particular topic.

– 𝜃 indicates which topics are important for a particular document.

What is the domain of possible distributions for 𝜙 and 𝜃?

Consider the multinomial distribution 𝑝 = 𝑝1, … , 𝑝𝑇 .

To be a probability distribution, we must have σ𝑗 𝑝𝑗 = 1.



Probabilistic Topic Models

Given 𝑝 = 𝑝1, … , 𝑝𝑇 , there are 𝑇 parameters to define.

In 𝑇-dimensional space, the points that satisfy σ𝑗 𝑝𝑗 = 1 

form a (𝑇-1)-dimensional probability simplex.

Points on this simplex are valid

probability distributions.



Dirichlet Distribution

The probability density of a 𝑇 dimensional Dirichlet distribution over the 

multinomial distribution 𝑝 = 𝑝1, … , 𝑝𝑇  is defined by:

Dir 𝛼1, … , 𝛼𝑇 =
Γ σ𝑗 𝛼𝑗

ς𝑗 Γ 𝛼𝑗

ෑ

𝑗=1

𝑇

𝑝
𝑗

𝛼𝑗−1

Bela A. Frigyik, Amol Kapila, and Maya R. Gupta, Introduction to the Dirichlet Distribution and Related Processes



Dirichlet Distribution

• The parameters 𝛼1 … 𝛼𝑇 define the distribution.

• For convenience, we set 𝛼1 = 𝛼2 = ⋯ = 𝛼𝑇 = 𝛼.

– Larger values for 𝛼 give more smoothing (away from corners).

– For 𝛼 < 1, the modes are located at the corners of the simplex, 

favoring topic distributions with only a few topics.

𝛼 = 4 𝛼 = 2



• We use a symmetric 
Dirichlet 𝛼  prior on 𝜃.
– Represents the prior 

observation count for 
topics within documents.

• We also use a symmetric 
Dirichlet 𝛽  prior on 𝜙.
– Represents the prior 

observation count for 
words within topics.

• Suggested Values

– 𝛼 = 50/𝑇

– 𝛽 = 0.01

Graphical Model



Imagine a 𝑊-dimensional space 

where each axis represents the 

probability of observing word 𝑤.

Points on the (𝑊-1)-dimensional 

simplex represent probability 

distributions over words.

Each generated document lies on 

the (𝑇-1)-dimensional subsimplex.

When 𝑇 ≪ 𝑊, this can be thought 

of as dimensionality reduction.

Geometric Interpretation



In Latent Semantic Analysis (LSA), the word document co-occurrence 

matrix 𝐶 is decomposed using singular value decomposition.

In our model, 𝐶 is split into a topic matrix Φ and a document matrix Θ.

Matrix Factorization Interpretation



Algorithm for Extracting Topics

• Approach:

– Estimate the posterior distribution over 𝑧 (the assignment of word 

tokens to topics) given the observed words 𝒘, while 

marginalizing out 𝜙 and 𝜃.

– Use a Gibbs sampling algorithm to sequentially sample from the 

posterior distribution of 𝑧.

– Continue generating samples until the sampled values 

approximate the target distribution.

– Compute estimates of 𝜙 and 𝜃 using the posterior estimates of 𝑧.



Initialization:

• Assign each word token to a 

random topic in 1 … 𝑇 .

• Compute the count matrices 

𝐶𝑊𝑇 and 𝐶𝐷𝑇.
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Gibbs Sampling Algorithm:

• Look at each word token in 

turn

• Decrement the corresponding 

entries in 𝐶𝑊𝑇 and 𝐶𝐷𝑇
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Algorithm for Extracting Topics

• Gibbs Sampling Algorithm:

– Estimate the posterior distribution over 𝑧𝑖

𝑃 𝑧𝑖 = 𝑗 𝑧−𝑖 , 𝑤𝑖 , 𝑑𝑖 ,⋅ ∝
𝐶𝑤𝑖𝑗

𝑊𝑇 + 𝛽

σ𝑤=1
𝑊 𝐶𝑤𝑗

𝑊𝑇 + 𝑊𝛽

𝐶𝑑𝑖𝑗
𝐷𝑇 + 𝛼

σ𝑡=1
𝑇 𝐶𝑑𝑖𝑡

𝐷𝑇 + 𝑇𝛼

𝑧−𝑖 refers to the topic assignments of all other word tokens

𝑤𝑖 is the current word token

𝑑𝑖 is the current document

⋅ refers to all other known information, such as all other word and 

document indices 𝑤−𝑖 and 𝑑−𝑖 and hyperparameters 𝛼 and 𝛽.



Algorithm for Extracting Topics

For this example assume 𝛼 = 25 and 𝛽 = 0.01.

𝑃 𝑧𝑖 = 𝑗 𝑧−𝑖 , 𝑤𝑖 , 𝑑𝑖 ,⋅ ∝
𝐶𝑤𝑖𝑗

𝑊𝑇 + 𝛽

σ𝑤=1
𝑊 𝐶𝑤𝑗

𝑊𝑇 + 𝑊𝛽

𝐶𝑑𝑖𝑗
𝐷𝑇 + 𝛼

σ𝑡=1
𝑇 𝐶𝑑𝑖𝑡

𝐷𝑇 + 𝑇𝛼

𝑃 𝑧𝑖 = 1 𝑧−𝑖 , 𝑤𝑖 , 𝑑𝑖 ,⋅ ∝
1 + 0.01

12 + 0.05

3 + 25

7 + 50
= 0.0412

𝑃 𝑧𝑖 = 2 𝑧−𝑖 , 𝑤𝑖 , 𝑑𝑖 ,⋅ ∝
3 + 0.01

11 + 0.05

4 + 25

7 + 50
= 0.139

Normalize and sample a new topic for this word token.

𝑃 𝑧𝑖 = 1 𝑧−𝑖 , 𝑤𝑖 , 𝑑𝑖 ,⋅ = 0.229
𝑃 𝑧𝑖 = 2 𝑧−𝑖 , 𝑤𝑖 , 𝑑𝑖 ,⋅ = 0.771
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Gibbs Sampling Algorithm:

• Update 𝐶𝑊𝑇 and 𝐶𝐷𝑇.

• Repeat with the next word token.

• Continue until the samples 

approximate the target 

distribution.
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Algorithm for Extracting Topics

• Gibbs Sampling Algorithm:

– The first several passes through the corpus will produce poor 

samples and should be ignored (burn-in period).

– After the burn-in period, use samples at regularly spaced 

intervals to prevent correlations between samples.

• Estimating 𝜙 and 𝜃:

𝜙𝑖
′ 𝑗

=
𝐶𝑖𝑗

𝑊𝑇 + 𝛽

σ𝑘=1
𝑊 𝐶𝑘𝑗

𝑊𝑇 + 𝑊𝛽
 𝜃𝑗

′ 𝑑
=

𝐶𝑑𝑗
𝐷𝑇 + 𝛼

σ𝑘=1
𝑇 𝐶𝑑𝑘

𝐷𝑇 + 𝑇𝛼



An Example

• Generate artificial data from a known topic model:

– Topic 1 (black): 𝜙𝑀𝑂𝑁𝐸𝑌
1

= 𝜙𝐿𝑂𝐴𝑁
1

= 𝜙𝐵𝐴𝑁𝐾
1

= 1/3

– Topic 2 (white): 𝜙𝑅𝐼𝑉𝐸𝑅
2

= 𝜙𝑆𝑇𝑅𝐸𝐴𝑀
2

= 𝜙𝐵𝐴𝑁𝐾
2

= 1/3



An Example

• After 64 iterations of Gibbs sampling,

– 𝜙′
𝑀𝑂𝑁𝐸𝑌
1

= 0.32 𝜙′
𝐿𝑂𝐴𝑁
1

= 0.29 𝜙′
𝐵𝐴𝑁𝐾
1

= 0.39

– 𝜙′
𝑅𝐼𝑉𝐸𝑅
2

= 0.25 𝜙′
𝑆𝑇𝑅𝐸𝐴𝑀
2

= 0.4 𝜙′
𝐵𝐴𝑁𝐾
2

= 0.35



Stability of Topics

• There is no a priori ordering on the topics that will make 

the topics identifiable between runs of the algorithm.

• In some applications, we want to know which topics are 

stable (appearing across many runs of the algorithm) 

versus idiosyncratic for a particular run.

• We measure the distance between topics 𝑗1 and 𝑗2 with 

the symmetrized Kullback Liebler (KL) distance:

𝐾𝐿 𝑗1, 𝑗2 =
1

2
෍

𝑘=1

𝑊

𝜙′
𝑘
(𝑗1)

log2

𝜙′
𝑘
(𝑗1)

𝜙′′
𝑘
(𝑗2)

+
1

2
෍

𝑘=1

𝑊

𝜙′′
𝑘
(𝑗2)

log2

𝜙′′
𝑘
(𝑗2)

𝜙′
𝑘
(𝑗1)



Stability of Topics

Alignment of topics between runs

• TASA corpus

– 𝑊=26,414; 𝐷=37,651; 𝑁=5,628,867; 𝑇=100; 𝛼=50/𝑇=0.5; 𝛽=0.01

– 2000 iterations

Worst Pair of Aligned Topics

KL distance = 9.4



Polysemy with Topics

Many words in natural language are polysemous, having 

multiple senses, which must be resolved through context.



Polysemy with Topics



Similarity Between Documents

Two documents are similar to the extent that the same topics appear in 
both of those documents.

To compare documents 𝑑1 and 𝑑2, we compare their corresponding 
topic distributions 𝜃 𝑑1  and 𝜃 𝑑2 .

The KL divergence gives the difference between distributions 𝑝 and 𝑞:

𝐷 𝑝, 𝑞 = ෍

𝑗=1

𝑇

𝑝𝑗log2

𝑝𝑗

𝑞𝑗

Symmetric KL divergence:

𝐾𝐿 𝑝, 𝑞 =
1

2
𝐷 𝑝, 𝑞 + 𝐷 𝑞, 𝑝

Symmetric JS divergence:

𝐽𝑆 𝑝, 𝑞 =
1

2
𝐷 𝑝,

𝑝 + 𝑞

2
+ 𝐷 𝑞,

𝑝 + 𝑞

2



Similarity Between Documents

Information Retrieval:

• Find the most similar documents to a query 𝑞.

• Retrieve the documents that maximize the conditional 

probability of the query given the candidate document.

• Using topic models:

𝑃 𝑞 𝑑𝑖 = ෑ

𝑤𝑘∈𝑞

𝑃 𝑤𝑘 𝑑𝑖

= ෑ

𝑤𝑘∈𝑞

෍

𝑗=1

𝑇

𝑃 𝑤𝑘 𝑧 = 𝑗 𝑃 𝑧 = 𝑗 𝑑𝑖



Similarity Between Words

Two words 𝑤1 and 𝑤2 are similar to the extent that they 

share the same topics.

We can use the symmetrized KL or JS divergence to 

measure the difference between 𝜃 1  and 𝜃 2 , where

𝜃 1 = 𝑃 𝑧 𝑤𝑖 = 𝑤1  and 𝜃 2 = 𝑃 𝑧 𝑤𝑖 = 𝑤2



Similarity Between Words

An alternative approach is to use 

human word association.

Based on the topic interpretation 

of the observed word, predict the 

likelihood of new words in the 

same context.

𝑃 𝑤2 𝑤1 = ෍

𝑗=1

𝑇

𝑃 𝑤2 𝑧 = 𝑗 𝑃 𝑧 = 𝑗 𝑤1 Observed and predicted responses for the 

cue word PLAY.



Conclusion

Generative models for text, such as the topic model, 

provide a deeper understanding of human language.

Statistical analysis of large document collections can 

identify the latent structure of text and capture more of the 

language content.

Topic models can be extended to identify some interesting 

properties of language, such as the hierarchical semantic 

relations between words and the interaction between 

syntax and semantics.
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