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Abstract—This paper presents an endmember estimation and
representation approach for human geography data cubes.
Human-related factors that can be mapped for a geographic
region include factors relating to population, age, religion, ed-
ucation, medical access and others. Given these hundreds (or
even thousands) of factors mapped over a region, it is extremely
difficult for an analyst to summarize and understand the inter-
actions between all of these factors. In this paper, a method to
provide a compact representation and visualization of hundreds
of human geography layers is presented. These are large data
cubes containing a range of human geographic information
including some represented using fuzzy values. Results on a
human geography data cube compiled for the state of Missouri,
USA is presented.

I. INTRODUCTION

Human Geography is concerned with how human-related
factors, e.g. cultural, economic, religious, and political, influ-
ence the spatial behavior of individuals and groups of people.
The study of Human Geography is important for a number of
application areas including, for example, preparing for disaster
response and relief [1]–[3], identifying medically underserved
areas [4], and many others [5]. In order to study the influence
of these human-related factors, mathematical models along
with meaningful visualization need to be developed. There
are an enormous number of human-related factors that can
be mapped for a geographic region. An analyst would be
unable to individually summarize and understand all of the
interactions between every mapped factor without automated
analysis and visualization tools. Thus, this paper describes
one approach to represent and visualize hundreds of human
geography layers.

II. HUMAN GEOGRAPHY DATA CUBE

In this study, in order to combine the many human geo-
graphic factors for a region, a human geography data cube was
created [6]. The data cube is a three-dimensional matrix with
two spatial dimensions and one human-geographic dimension
as illustrated in Fig. 1. For each spatial location, the value for
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all of the human geographic factors of interest are collected.
The data cube can be viewed in two ways: (1) by considering
the human geographic profile for each location (i.e., one spatial
location is considered over all human geography factors) as
shown in Fig. 1; or (2) by examining each layer in the data
cube individually (i.e., all spatial locations are considered but
only one human geography factor) as shown in Fig. 2.

In the study presented in this paper, the state of Missouri
is the geographic region under consideration and 270 human
geographic factors were mapped. The 270 data layers included
21 basic categories of attributes: Ability to speak English,
Citizenship, Disability, Euclidean distances to selected places
(schools, libraries, etc), Employment, Food stamps, Geo mo-
bility, Heating fuel, Hispanic population, Household income,
Industry, Language spoken, Means of transportation, Occu-
pation, Place of birth, Poverty, Income taxes, Social security
assistance, Transportation, Vehicles owned, and House age,
each with several associated layers. For example, Household
income is broken up into 11 different groups with a layer
representing the distribution of each. Many of these layers
contain fuzzy values (e.g., distance to churches of various de-
nominations). The data layers are not inherently co-registered,
but must be aligned through GIS functions. Thus, the data for
each layer needed to be either resampled or interpolated onto
raster grids that were aligned across all layers. More details
on the data cube generation can be found in [6].

III. ENDMEMBER REPRESENTATION

Although, as discussed above, each profile and each data
layer can be visualized independently, the extremely large
amount of data contained in a human geography data cube
is difficult for an analyst to summarize and understand the
data cube without some sort of visualization and/or data
reduction. The human-geographic profile for each location can
be considered as a very high dimensional feature vector.

We considered the use of clustering methods to reduce the
data into a small number of cluster centers and a partition
matrix indicating the degree to which each data point belongs
in each cluster. This would reduce the data from X 2 RN⇥D

to X

0 2 RN⇥C where N is the number spatial locations
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Fig. 1. Example of a Human Geography Data Cube over the state of Missouri,
USA. The data cube has two spatial and one human-geographic dimension.

in each rasterized data layer, D is the number of human
geography layers, C is the number of clusters, and C << D.
However, we found that the human geography data cube did
not display apparent cluster structure. For example, consider
the VAT (visual assessement of cluster tendency) [7] image
shown in Fig. 3. A VAT image is a resorting of the pair-wise
dissimilarity between each pair of data points in a data set.
The rows and columns of the dissimilairty matrix are sorted
such that, when a data set has a strong clustering structure or
tendency, the resulting VAT image will have clear low-valued
blocks along the diagonal [7]–[9]. However, the VAT image
created using the pairwise Euclidean distance between 1000
randomly sampled human-geographic profiles from the MO
data cube does not indicate any cluster tendency.

Furthermore, for visualization, the same 1000 randomly
sampled human-geographic profiles from the MO data cube
were reduced from 270 dimensions to two dimensions using
multi-dimensional scaling (MDS) [10]. The Euclidean distance
between each pair of human-geographic profiles was computed
and, then, MDS was applied to reduce to two dimensions.

(a) Income (b) Population Density

(c) Road Density (d) Est. Travel to Work Time

Fig. 2. Examples of four Human Geography Layers in the Missouri Data
Cube

Fig. 3. VAT image of the MO data cube created using the Euclidean distance
between each pair of 1000 randomly sampled human-geographic profiles from
the human geography data cube.

A scatter plot of the resulting reduced dimensionality data is
shown in Fig. 4. As can be seen by examining Fig. 4, the data
does not appear to have any clear clusters.

Since the human geographic data cube did not have clear
cluster structure, an endmember and abundance representation
was considered instead of clustering. Endmembers and abun-
dance representation is commonly used in the hyperspectral
image analysis literature [11]. In the hyperspectral literature,
the spectral signatures of the pure materials in a hyperspectral
scene are often referred to as endmembers [11]. Spectral
unmixing is the task of decomposing pixels from a hyperspec-
tral image into their respective endmembers and abundances.
Abundances are the proportions of every endmember in each
pixel in a hyperspectral image. The standard model used to
perform spectral unmixing is the linear mixing model. This
model states that every pixel is a convex combination of
endmembers in the scene. Thus, in this model, the endmem-
bers are the spectra found at the corners of a convex region



Fig. 4. MDS visualization of the MO data cube created using the Euclidean
distance between each pair of 1000 randomly sampled human-geographic
profiles from the human geography data cube.

enclosing all the spectra in a hyperspectral scene. This model
can be written as shown in Equation (1),

xi =

MX

k=1

pikek + ✏i i = 1, . . . , N (1)

where N is the number of pixels in the image, M is the num-
ber of endmembers, ✏i is an error term, pik is the abundance
of endmember k in pixel i, and ek is the kth endmember. The
abundances of this model satisfy the constraints in Equation
(2),

pik � 0 8k = 1, . . . ,M ;

MX

k=1

pik = 1. (2)

By estimating endmembers, representatives located at the
corners and along the edges of the data are estimated. In
contrast, when estimating cluster representatives, these are
located within the data at the centers of estimated clusters.
By estimating endmembers and abundances, we can reduce the
human geographic data cube from X 2 RN⇥D to P 2 RN⇥M

where N is the number spatial locations in each rasterized
data layer, D is the number of human geography layers, M
is the number of endmembers, M << D, and each row of P
contains the abundance values of the nth data point in each
of the estimated endmembers.

IV. SPICE ALGORITHM

In order to simultaneously estimate endmembers, abun-
dances, and the number of needed endmembers, the Spar-
sity Promoting Iterated Constrained Endmembers (SPICE)
algorithm was applied [12]. SPICE estimates these desired
parameters by using alternating optimization to minimize the

following objective function,

JS(E,P) = (1� µ)
NX

j=1

(xj �Eipij)
T
(xj �Eipij)

+µ
M�1X

k=1

MX

j=k+1

(eik � eij)
T
(eik � eij)

+

MX

k=1

�k

NX

i=1

pik (3)

such that

pik � 0 8k = 1, . . . ,M ;

PM
k=1 pik = 1

where µ is a fixed parameter used to balance the two terms
of the objective function and �k =

�PN

i=1
pik

computed using

the abundance values from the previous iteration and fixed
parameter �. The two terms of this objective computes the
squared Euclidean distance between each input profile and
their estimate using the estimated endmembers and abundance
oportion values and the sum of squared differences between
the estimated endmembers. The third term of this objective is
a sparsity promoting term on the proportion values associated
with each endmember. This term is used to determine the
number of needed endmembers for an input data set by driving
the abundance values for unneeded endmembers to zero.

V. RESULTS

The SPICE algorithm was applied to 100,000 randomly se-
lected data points from the MO data cube (approximately 10%
of the available data). In order to determine an appropriate set
of SPICE parameters, the SPICE algorithm was run with µ
varied from 10

�4 to 10

�1 and � varied from 0.1 to 100. For
each set of results, two validity metrics were computed to
evaluate the resulting endmembers and abundance values: (1)
Residual Error: e =

PN
n=1 kxn �Epnk22; and (2) Entropy

of Abundance Maps: Hm = �
PN

n=1 P (pmn)log2P (pmn),
where P (pmn) is the probability of observing the abundance
value pmn when Pm is discretized into 256 unique values
across the abundance map estimated with respect to endmem-
ber m. The resulting metrics plotted with respect to each
parameter set is shown in Fig. 5.

The goal is to have a minimum residual error which
indicates that the estimated endmembers and abundance val-
ues can effectively fit the data. However, it is possible to
overfit the data with endmembers and abundance values and,
therefore, also represent noise in addition to the key profile
information. Thus, mean entropy provides an alternative metric
that can counter-balance residual error. A low entropy implies
that the resulting endmembers provide for a meaningful set
of abundance values (as opposed to random noise). When
examining Fig. 5, the parameters were set to µ = 0.1 and
� = 0.1. These parameters were chosen after observing that
a low entropy value was more important than a low residual
error in producing interpretable endmembers. This resulted in



(a) Fish, Agriculture, Hunting (b) Seasonal Recreational Use (c) Below Poverty Level (d) Moved Within State, Not Citizen

(e) Below Poverty Level, Employed (f) Taxes: Mortgage of $3000+ (g) Distance: Health Services (h) Foreign, Spanish

(i) Poverty, Over 65 (j) Disability: Age 5-15, Self Care (k) Industry: Other (l) Distance: Government City Hall

(m) Speaks Indo-European at Home (n) Public Transport, No Vehicles (o) Disability: 65+, Leaves Home (p) Moved From Different State

(q) Commute Time: 60-89 Minutes (r) Moved within US, Not Citizen (s) Elementary Secondary Education (t) Speaks only English

Fig. 6. Estimated abundance maps on the MO data cube using SPICE with µ = 0.1 and � = 0.1.
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(b) Entropy

Fig. 5. Validity metrics computed for each set of tested parameters using
input data, estimated endmembers and estimated abundance values.

20 endmembers. The associated abundance maps for all 20
endmembers are shown in Fig. 6.

Once the abundance maps were estimated, the ability of this
representation to accurately capture the information contained
in the full MO data cube was needed to be examined. In order
to evaluate the representation, the most informative layers
associated with each endmember were identified. These were
identified by computing the total squared difference between
each endmember layer value to corresponding layer values in
all other endmembers. Fig. 7 shows a few of the estimated
endmember profiles. The horizontal axis spans the 270 data
layers and the plots show the feature values, normalized across
all endmembers to have zero mean and unit variance. The layer
values with the largest difference from other endmembers were
identified as the most representative layers for that endmember.
The sub-caption of each abundance map in Fig. 6 lists the
most representative layer for that endmember. In particular,
consider endmember and abundance map (b). The most rep-
resentative layer for this endmember is seasonal recreational

use, and the abundance map clearly highlights the Lake of the
Ozarks and Table Rock Lake, two of the largest recreational
areas in the state. The peak at feature 244 in endmember
profile (b) corresponds to this feature. Another interesting
endmember is endmember (p), which highlights two military
bases, Whiteman AFB and Fort Leonard Wood. The most
representative layer for this endmember indicates areas with
people who have moved from a different state, which seems
reasonable for a military base. This is represented as the peak
at feature 58 in endmember (p). Based on these examples,
the estimated endmembers accurately represent these regions.
Furthermore, the SPICE algorithm does not enforce any sort
spatial smoothing or constraints, yet, the resulting abundance
maps have spatial structures. This indicates that the described
method can accurately characterize and visualize the spatial
characteristics inherent in the data cube.

(a) Endmember (b)

(b) Endmember (f)

(c) Endmember (p)

(d) Endmember (r)

Fig. 7. Examples of estimated endmember profiles for the MO data cube.



VI. FUTURE WORK

Future work will include consider additional mixing models
beyond the linear mixing model assumed by the SPICE
algorithm. In particular, the enforcement of the sum-to-one
and non-negativity constraints of the abundance values will be
investigated and refined for this application and, then, related
spectral unmixing algorithms will be developed. Also, further
investigation into how to model individual values in each
layer as a fuzzy number and use these in endmember analysis
will be conducted. Further validity methods to estimate the
appropriate algorithm parameter values and additional methods
to identify the key layers for each endmember will also be
investigated.
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